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Abstract
Emotion recognition based on facial expression is a challenging research topic and has attracted a great deal of attention in 
the past few years. This paper presents a novel method, utilizing multi-modal strategy to extract emotion features from facial 
expression images. The basic idea is to combine the low-level empirical feature and the high-level self-learning feature into 
a multi-modal feature. The 2-dimensional coordinate of facial key points are extracted as low-level empirical feature and the 
high-level self-learning feature are extracted by the Convolutional Neural Networks (CNNs). To reduce the number of free 
parameters of CNNs, small filters are utilized for all convolutional layers. Owing to multiple small filters are equivalent of 
a large filter, which can reduce the number of parameters to learn effectively. And label-preserving transformation is used 
to enlarge the dataset artificially, in order to address the over-fitting and data imbalance of deep neural networks. Then, two 
kinds of modal features are fused linearly to form the facial expression feature. Extensive experiments are evaluated on the 
extended Cohn–Kanade (CK+) Dataset. For comparison, three kinds of feature vectors are adopted: low-level facial key point 
feature vector, high-level self-learning feature vector and multi-modal feature vector. The experiment results show that the 
multi-modal strategy can achieve encouraging recognition results compared to the single modal strategy.
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1  Introduction

Emotion recognition based on facial expression has been one 
of the most extensively studied topics in real world applica-
tions due to its great potential in intelligent human computer 
interaction. Many methods have been proposed to address 
the facial expression recognition problems, but it remains 
a challenging and attractive research subject in computer 

vision. Extensive studies have been carried out on the facial 
expression recognition in static images for a long time in 
the past [1]. Given a static facial expression image, the tech-
nology is to estimate the correct emotional state, such as 
happiness, sadness, anger and so on. It mainly consists of 
two steps: feature extraction and classification. For feature 
extraction, traditional low-level empirical features are com-
monly used, such as gray features, geometric features or 
motion features. For classification, SVM is the most com-
monly used. Emotion recognition based on deep learning 
has also become an active research topic in computer vision.

In recent years, multi-modal facial expression feature 
extraction has become a new research topic and received 
more and more attention [2]. Different from the traditional 
single modal feature, the aim of multi-modal feature is 
intended to improve the robustness. The multi-modal fea-
ture contains not only low-level empirical feature, but also 
high-level self-learning feature, which, together, can further 
enhance recognition performance. Although the multi-modal 
feature is useful, there are still challenges regarding how to 
extract the feature reliably and robustly. For instance, the 
self-learning requires a computer to learn essential feature 
from sample data directly and autonomously. In order to 
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generalize the feature, a high-level feature extraction model 
needs to be established. As multi-modal facial expression 
feature extraction strategies are different, it remains an open 
issue how high-level feature can be extracted effectively 
from each facial expression image.

In this paper, a new multi-modal facial expression fea-
ture extraction strategy is presented. It is motivated by the 
fact that accurate facial expression recognition depends on 
high quality feature representations. A good feature repre-
sentation should be discriminative to the changes of facial 
expression while remaining robust to intra-personal vari-
ations. However, the feature representation composed by 
empirical feature is too shallow to differentiate the complex 
nonlinear variations in facial appearance [3]. To handle this 
problem, recent works have resorted to Convolutional Neu-
ral Networks (CNNs) [4, 5] to automatically learn effective 
features that are robust to the nonlinear variations on facial 
appearance images. However, the existing works extracted 
features via a single modal, and did not make good use of the 
complementary information contained in multiple modali-
ties [6]. Inspired by the complementary information con-
tained in multiple modalities and the recent progress of deep 
learning in various fields of computer vision, this paper pre-
sents a novel feature representation framework by means of 
linearly fusing the two kinds of modal features. This method 
consists of two stages: feature extraction and classification. 
In the feature extraction stage, it first extracts 2-dimensional 
coordinate of facial key points as low-level empirical feature. 
Then, it uses CNNs to automatically extract high-level self-
learning feature. At last, it linearly fuses two modal features 
and obtains the facial expression feature. In the classification 
stage, it obtains a classification model based on SVM.

In summary, the contributions of the paper are as fol-
lows: (1) A more advanced multi-modal feature extraction 
strategy is used. In previous methods, single modal feature 
was exploited for facial expression recognition. In order to 
overcome this limitation, this paper proposes a multi-modal 
facial expression representation strategy. (2) Small filters are 
utilized for all convolutional layers. Owing to multiple small 
filters are equivalent of large filter, which can reduce the 
number of parameters to learn effectively. (3) The proposed 
method is evaluated in a database which contains 7 kinds of 
emotions. Moreover, comparison results are carefully ana-
lyzed and studied on whether to use the multi-modal feature. 
The rest of the paper is organized as follows: Sect. 2 gives an 
overview of related works on multi-modal feature extraction 
of facial expression and classification of emotions. Section 3 
describes the method used. Section 4 verifies the proposed 
method through experiment and analyzes the experimental 
results. Section 5 concludes the paper.

2 � Related work

The recognition performance is highly dependent on the 
feature extraction results. Many novel methods have been 
proposed to extract features of facial expression images. 
Popular facial expression feature can be broadly grouped 
into two categories: low-level feature and high-level feature. 
For the former, most of the existing works utilized various 
artificial features, including Local Binary Patterns (LBP) 
[7], Histogram of Oriented Gradient (HOG) [8], Gabor 
Wavelet (GW) [9], Scale-invariant feature transform (SIFT) 
[10], Active Appearance Model (AAM) [11], Active Shape 
Model (ASM) [12] and so on.

For high-level feature, most of the existing works utilized 
the self-learning based theory. Gavin’s powerful representa-
tion ability, and deep learning based theory have also been 
employed in the feature extraction tasks [13–15] recently. 
[16] extracted a set of deep feature maps by a pre-trained 
CNNs model from the input images, where the local deep 
features were densely collected. Compared with the com-
monly used DL algorithms [17, 18]. Shi et al. [19] proposed 
deep polynomial network (DPN) algorithm not only shows 
superior performance on large scale data, but also has the 
potential to learn effective feature representation from a 
relatively small dataset. In the real world, the features based 
on the self-learning strategy are more adaptable than the 
artificial features. As the whole image is employed as input, 
every part of the face is treated equally regardless of whether 
it is closely related to the target facial expression. In order to 
make the features more adaptable to the real world, the deep 
learning theory has been employed for emotion recognition 
based on facial expression [20, 21].

Fusion of features is an important branch of feature rep-
resentation. Many researchers created a number of fusion 
strategies to boost the classification performance [22]. Luo 
et al. [23] adopted the Principal Component Analysis (PCA) 
to extract the global feature of facial images and Local 
Directional Pattern (LDP) to extract local texture features 
of eyes and mouth. Then the global feature is combined with 
local texture feature to form a fusion feature. In the proposed 
method [24], four effective descriptors for facial expression 
representation were considered, namely Local Binary Pat-
tern (LBP), Local Phase Quantization (LPQ), Weber Local 
Descriptor (WLD) and Pyramid of Histogram of Oriented 
Gradients (PHOG). Zavaschi et al. [25] used Gabor filter 
and Local Binary Pattern as two prominent facial expres-
sion feature sets to train their base classifiers. However, to 
the best of our knowledge, those fusion methods are based 
on various artificial features. There may be an upper bound 
of the performance if the features are extracted based on the 
self-learning strategy. If we try fusing the artificial feature 
with the self-learning features, an improved representation 
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can be expected due to the strong representation ability of 
the CNNs [26].

For the classifier construction, SVM [27, 28] is the 
most common and effective method. Some modifications 
have been proposed to extend its applicability. Some other 
methods have also been proposed to construct classifiers to 
discriminate different expressions, such as Hidden Markov 
Model (HMM) [29], Random Forest (RF) [30], Neural Net-
work (NN) [31], K nearest neighbor (KNN) [32] and so on. 
The classification model based on facial expression image 
has two important aspects: accuracy and efficiency. The 
latter is measured in terms of time complexity, computa-
tional complexity and space complexity. Studies show that 
these methods are extremely suitable for facial expression 
classification.

3 � Methodology

This section first presents data augmentation strategies 
to address the small data quantity and data imbalance. 
Then, this paper describes the design of different extrac-
tion strategies for different modalities to achieve powerful 
representation.

3.1 � Data augmentation

In our proposed CNNs framework, many parameters are 
to be adjusted and exhibit unequal distribution across the 
classes in the database. To address the over-fitting and data 
imbalance problems, the most common method is aggres-
sive data augmentation. We make use of artificially enlarged 
datasets by using label-preserving transformation. The most 
common methods are transition and reflection [33]. Details 
of the strategies are described in the experiment section. 

Then, we use the augmented data to train our feature extrac-
tion and classification model.

3.2 � Facial expression feature design

We propose a facial expression representation scheme as 
illustrated in Fig. 1. Under this framework, we consider 
two different types of feature for representing facial expres-
sions: empirical feature, which captures the appearance of 
the most discriminative facial key points for expression 
recognition, and self-learning feature which is high-level 
feature extracted by means of CNNs. We also consider a 
fusion strategy of empirical feature and self-learning fea-
ture, which we refer to as the multi-modal facial expression 
feature. Besides, we strike a balance between recognition 
performance and efficiency.

3.2.1 � Empirical feature of facial expression

In the paper, we use facial key points of each image as the 
artificial feature for emotion recognition based on facial 
expression. The changes in facial expression lead to slight 
different instant changes in individual facial muscles in 
facial appearance. A face has different rigidness in different 
areas. Fasel and Luettin [34] proposed that the generation of 
emotion brings about facial behaviour changes and that they 
are strongly linked to some specific areas, such as eyebrows, 
eyes, mouth, nose and tissue textures, rather than the whole 
face. In order to improve accuracy of recognition and avoid 
over-fitting, we reduce the feature points to a reasonable 
number. According to the principles above, we select 59 key 
points from the eyebrows, eyes, nose and mouth, as shown 
in Fig. 2. Each feature point is expressed as a 2-dimensional 
coordinate as follows: (x, y) . Therefore, a 118-dimensional 
facial feature vector f⃗ 1 can be obtained from each frame as 
follows: f⃗ 1 = (x1,1, y1,1, x1,2, y1,2,… , x1,59, y1,59).

Fig. 1   Flowchart of the 
proposed multi-modal facial 
expression representation 
framework
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3.2.2 � Self‑learning feature of facial expression

We design different structures for different modalities as a 
complex structure contains richer information. CNNs is used 
to extract high-level self-learning feature from the whole face 
image. In machine learning, CNNs is a type of feed-forward 
artificial neural network inspired by animal visual cortex tis-
sue. It is a supervised multilayer neural network capable of 
extracting prominent and distinguishing feature from facial 
images. Such feature has desirable generalization abilities for 
unknown image. Besides, it is also known as shift-invariant 
or space-invariant artificial neural network (SIANN), mainly 
due to its special properties, such as weight sharing, local 
receptive fields, and spatial sub-sampling. Also, the weight 
sharing architecture can reduce the number of free param-
eters drastically and increase the generalization performance. 
In this fashion, feature is extracted from raw images through 
multiple layers of convolutional filtering and down sampling.

We illustrate the architecture of the CNNs framework 
for facial expression feature extraction as shown in Table 1. 
It contains 8 convolutional layers and 4 max-pooling lay-
ers. Small filters are utilized for all convolutional layers as 
small filters together are equivalent of a large filter that can 
enhance the discriminatory power of the model and reduce 
the number of filter parameters to learn effectively. Max-
pooling can reduce the number of parameters and features, 
and ensure the invariance of translation, scaling and rota-
tion of features. Therefore, a 120-dimensional facial fea-
ture vector f⃗ 2 can be obtained from each frame as follows: 
f⃗ 2 = (z1, z2,… , z120).

4 � Experimental evaluation

In this section, extensive experiments on the Extended 
Cohn–Kanade Dataset (CK+) [35] are conducted to vali-
date the effectiveness of the proposed method. Besides, we 

use python programs based on Keras and LIBSVM software 
packages. The data processing platform is a computer with 
Windows 7, Intel(R) Core(TM) i3-2120 CPU (3.30 GHz,) 
and 4.00 GB RAM.

4.1 � Experimental data

Patrick Lucey et al. presented the CK+ Dataset containing 
593 sequences from 123 subjects, who are of both genders 
and have different cultural and education backgrounds, as 
shown in Fig. 3.

Each of the sequences incorporates images from onset 
(neutral frame) to the peak expression (last frame). However, 
only 327 of the 593 sequences were found to meet one of the 
criteria for discrete emotions. Therefore, 327 peak frames 
were selected and labeled.

Despite its popularity, the CK+ database contains limited 
number of images and subjects, so we enlarge the dataset 
artificially through label-preserving transformation. Firstly, 
the image pixel is unified to 160 × 120. Secondly, 4 patches 
with the size of 128 × 96 are cropped from the top left, top 
right, bottom left and bottom right corner of the image in 
order to enlarge data. Thirdly, images with label of con-
tempt, fear or sadness are selected and horizontal mirroring 
is used as data augmentation to balance data, as shown in 
Fig. 4. Finally, 1592 images together compose the origin 
facial expression image dataset O . The detailed number of 
images of each discrete emotion is shown in Table 2.

4.2 � Multi‑modal facial expression feature

We conduct feature level fusion to obtain a single raw fea-
ture vector f⃗  for each facial image. Specifically, we denote 
the features extracted as f⃗ = {f⃗ 1, f⃗ 2} . The feature vector f⃗ 1 
contains 2-dimensional coordinate of 59 key points, i.e. 
f⃗ 1 = (x1,1, y1,1, x1,2, y1,2,… , x1,59, y1,59) . And the feature 

Fig. 2   59 key points of human face

Table 1   Details of the feature extraction model architecture for CNN

Name Type Input size Filter number Filter size

Conv 11 conv 128 × 96 2 3 × 3
Conv 12 conv 126 × 94 4 3 × 3
Pool 1 max pool 124 × 92 2 × 2
Conv 21 conv 62 × 46 2 3 × 3
Conv 22 conv 60 × 44 4 3 × 3
Pool 2 max pool 58 × 42 2 × 2
Conv 31 conv 29 × 21 4 3 × 3
Conv 32 conv 27 × 19 8 3 × 3
Pool 3 max pool 25 × 17 2 × 2
Conv 41 conv 13 × 9 4 3 × 3
Conv 42 conv 11 × 7 8 3 × 3
Pool 4 max pool 9 × 5 2 × 2
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vector f⃗ 2 is extracted by the CNNs framework, which is 
f⃗ 2 = (z1, z2,… , z120).

According to the principles above, the sample set S con-
tains the feature vectors of 1592 facial expression images 
with seven discrete emotions. We adopt the stratification 
sampling method to generate the training set and test set. 
First, we divide the sample set S into 7 disjoint sets by the 
type of emotion. Then, we select the same number of fea-
ture vectors from each layer randomly and independently. 
The number is determined by the size of the minimal emo-
tion set. In this paper, we set the number to 115 which is 
80% of the size of the contempt emotion set. At last, all 

these selected feature vectors together compose the train-
ing set T  with a size of 805, while the rest of the feature 
vectors together compose the test set V  with a size of 787. 
The detailed number of feature vectors of each emotion is 
shown in Table 2.

4.3 � Experiment contrast with different features

Finally, our experiment employs SVM due to its outstand-
ing performance. In this study, we apply SVM by using a 
freely available package called LIBSVM with radial basis 
function (RBF) kernel. In this experiment, we improve the 
performance of the proposed multi-modal feature. For com-
parison, three kinds of feature vectors are adopted: low-level 
facial key point feature vector f⃗ 1 , high-level self-learning 
feature vector f⃗ 2 and multi-modal feature vector f⃗  . From 
the above, we built up three facial expression recognition 
models based on SVM which adopt three kinds of feature 
vectors. Same data sets are adapted to train and test the three 
models respectively. The numbers of correctly recognized 
facial expressions under three kinds of feature vectors are 
shown in Table 3. The average recognition rate of the model 
using the multi-modal feature is 93% is higher than that of 
the model using single modal feature, as shown in Table 3. 
Besides, data wrongly recognized under the feature vectors 

Fig. 3   Examples of the CK+ database

Fig. 4   The flow chart of data 
augmentation

Crop Flip
Horizontal

Table 2   Detailed number of images of each discrete emotion in the 
dataset O

Sample set Training set Test set

Angry 180 115 65
Contempt 144 115 29
Disgust 236 115 121
Fear 200 115 85
Happy 276 115 161
Sadness 224 115 109
Surprise 332 115 217
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f⃗  fall within data wrongly recognized under the feature vec-

tor f⃗ 1 or f⃗ 2 . It is clear that the proposed multi-modal facial 
expression representation algorithm combines the advan-
tages of the two kinds of single modal features and thus can 
achieve significantly outstanding results.

4.4 � Comparison with other feature extraction 
strategies

To evaluate the efficiency of our feature extraction strategy 
we compared it to other feature extraction strategies set on the 
same database with the same classification method. Specifi-
cally, experimental results are not comparable across the dif-
ferent hardware and parameters. However, experimental results 
could partly reflect the feasibility of the proposed methods. 
Results in Table 4 show that the recognition rate of our model 
is superior to the other feature extraction strategies. By analyz-
ing the structure of these models, it is shown that our model is 
more powerful for its small-scale and few parameters.

5 � Conclusion

This paper proposes a new facial expression feature extrac-
tion strategy for emotion recognition. Firstly, it extracts 
both empirical feature and self-learning feature from facial 

expression images. Secondly, it enhances the ability of 
CNNs through data augmentation and small filters. Thirdly, 
it presents a linear feature level fusion strategy to obtain 
the final emotion feature. Extensive experiment results on 
the three kinds of feature vectors suggest that the approach 
based on the multi-modal feature vector has good perfor-
mance in terms of the emotion recognition rate. In addition, 
the proposed approach also shows a very good performance 
when dealing with the dataset with many restrictions. Emo-
tion recognition based on facial expression is still a chal-
lenging task in the real world. In the future, we will explore 
the multi-modal feature strategy that is applicable to poor-
quality facial images without the whole key facial areas.
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